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Percepio Detect provides Continuous Observability for embedded software duringintegration testing (CI) and system testing. This lets you capture crashes, anomalies andreliability risks in an automated way, and gain detailed insight on the causes.
Modern embedded software systems are often quite complex and many things can go wrongin runtime. Not all issues can be found by unit testing and code reviews. There is often a longtail of more tricky runtime issues showing up in later stages.
When issues occur outside of the debugging environment, you first need to reproduce theissue. This step can be very difficult and time-consuming, especially for sporadic issues.
Percepio Detect enables Continuous Observability, where monitoring of faults and anomaliesis enabled early in the development, ”always on” and used throughout the development,testing, and optionally also in the field. This has the following benefits:

· Avoid the pains of issue reproduction. Turn ”nightmare bugs” into quick fixes byautomatic capture of issues and debugging data at the first occurrence.
· Detect risks like ”near misses” and multi-threading issues early, reducing the risk ofissues remaining in production code and the difficult debugging of such issues.
· Get a team dashboard on runtime issues with easy access to debugging data, so theright developers can start debugging right away - even remotely via company VPN.
· Debug on production boards without debug ports. A basic UART is sufficient.
· Monitor devices in the field, for example during field testing. The data can be savedon the device for later retrieval, enabling field use also for offline devices.
· Keep all sensitive device data and IP in your private network.

Solution Overview
The Percepio Detect solution consists of four parts, as described below.

· Percepio DFM: The main target-side component of Percepio Detect. This outputs"alerts" on faults and anomalies, including debugging data from other supportinglibraries. In the demo, the data is written to the serial debug console in real time.
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· Detect Receiver: Reads the device output, extracts the DFM data, converts it to theexpected format and saves it as alert files for the Detect Server. This is a Pythonscript and can be customized to accept any data encoding, e.g. Base64 or binary.
· Detect Server: Reads alert files from Receiver and presents a summary in the webbrowser (the "Dashboard"). Provides easy access to debugging data provided in thealerts, such as traces and core dumps.
· Detect Client: An integrated set of developer tools for debugging alerts, includingTracealyzer and tools for viewing core dumps. Runs on each user’s computer tomake it easy to debug reported issues.

Typical Setups
Percepio Detect is designed as a multi-user solution, where the server runs on a sharedserver in the internal developer network. However, the whole solution can be deployed on asingle computer if desired, which is the setup used in the demo.

· Single-user setup: The Server, Client and Receiver runs on the same computer.Demo data is already provided in the test-data directory.
· Multi-user setup: The Server runs on a shared server. Each user runs the Client ontheir local development computer. The Receiver can run on any computer withaccess to the device output, for example a test computer with CI test runners.

Terminology
· Alert: A ”problem report” created by the DFM library on a device.
· Alert Type: The main type or reason for the alert, for example ”Hard Fault”.
· Symptom: A ”fingerprint” of an alert, such as the code location of a fault exception.
· Payload: Debugging data provided by an alert, e.g. traces and core dumps.
· Issue: A group of alerts with the same Symptoms and Alert Type.

Preparation Steps
· Make sure Docker Engine is installed. See https://docs.docker.com/engine/install/.
· Run "docker run hello-world" to see that Docker works as expected. It shoulddownload an image and start a Docker container that displays a message.

o If you get a ”permission denied” error, you might need to add the ”docker”group to your user and reboot your computer.
o You may also need to start the Docker service. Seehttps://docs.docker.com/engine/daemon/start/
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Running the Demo
After you have completed the preparation steps above, follow these steps to run the demo.
1. Extract the provided installation file (.tgz) to any suitable location on your computer.
2. Add your Detect license key in the server start script, percepio-server.sh. Locate theassignment of the LICENSE variable and update it like:

LICENSE="ABCD-ABCD-ABCD-ABCD"
Note that Tracealyzer and Detect Server have separate license keys, don’t mix them up!
3. Make sure the directory test-data/alert-files is accessible for writing also by “other” users.The Server runs as a different user and needs write access to the root of this folder.

chmod o+rw test-data/alert-files

4. Make sure the start scripts are executable by running:
chmod +x percepio-server/percepio-server.sh

chmod +x percepio-client/percepio-client.sh

5. Enter the percepio-server folder and start the Server by running:
./percepio-server.sh start

6. Navigate to the percepio-client folder and start the Client by running:
./percepio-client.sh

7. Open http://127.0.0.1:8080 and check that you see the Server dashboard. It may take afew seconds for the Server to start up and load the demo data. The dashboard is updatedevery 5 seconds, but you may refresh the web browser manually for faster updates.

The "Issue Overview" shows a summary of all alerts in the Server database. Each rowrepresents all alerts classified as the same ”Issue” since having identical Alert Type andSymptoms. This simplifies overview and analysis, in case of many reported alerts.
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The most important columns are:
· Revision: shows the version of the device software that produced the alert.
· Latest Occurrence: shows the timestamp of the most recent alert for the Issue. Theyellow highlighting indicate new alerts.
· DeviceID: An identifier of the device. This field can be overridden by the Receiver toolto specify a more descriptive name, for example including the current test suite name.
· Symptoms: The fingerprint of the issue, used for grouping Alerts into Issues.
· Payloads: Links to debugging data from the latest alert.
· Details: Shows additional information for the most recent alert, including the size ofthe payloads and the message string provided with the alert.
· Alerts: Shows all alerts of the same Issue. The Alerts page shows the complete list.

8. Lets start with classic crash debugging. Locate the ”Hard Fault” row and click the link tothe provided core dump (”cc_coredump.dmp”). The core dump should now be displayed inthe integrated core dump viewer, as shown below. (If not, see Troubleshooting below.)

This alert was triggered by a hard fault exception in the device. The ”Call Stack” sectionshows the function that failed (the top one), the function arguments and the prior functioncalls in the current thread. The ”Source Code” section shows the source code at the faultlocation. The core dump viewer also shows other sections, like registers and disassembly.
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The core dump solution is based on GDB and CrashCatcher, with Percepio improvements toenable more compact core dumps. The examples in the demo are only 556 bytes.
Core dumps are generated automatically on processor fault exceptions by the fault handlerincluded in the DFM library, but can also be triggered by calling the DFM_TRAP() macrofrom your application-level fault handling code.
See also Fault Exceptions below for more information about this alert type.
9. Start Tracealyzer by clicking on a trace payloads (dfm_trace.psfs). On the first start, youneed to enter your Tracealyzer license key. Select the option "Activate License", ”Activatekey online” and enter your license key. Close the application.

10. Now lets have a look at a Tracealyzer trace from the alerts. In the Dashboard, locatethe ”Stopwatch alert” row and click the link.
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This will open the trace in the Tracealyzer tool, included in the Detect Client. The trace datacomes from the TraceRecorder library, that supports both RTOS kernel tracing and severalkinds of application logging. The tracing is based on kernel instrumentation and logging calls.The events are written to a circular RAM buffer. On alerts, the trace buffer is included as apayload and shows the most recent events before the alert. Tracealyzer traces can beincluded with all alert types.
The trace from the ”Stopwatch alert” is generated by the Stopwatch monitoring feature inDFM, because Ethernet interrupts delayed the main thread longer than expected.

The yellow labels show ”User Events”, that are similar to printf calls but typically severalorders of magnitude faster than printf calls over a slow UART. User event logging allows foradding additional details in the trace.
Initially you won’t see the yellow event labels in the trace view, because of the default zoomlevel. Zoom in a few steps using the ”magnifying glass” button in the upper left corner.
For clearer display, you can hide less relevant events using the Filter, found in the bottomright. Uncheck the category ”Notice Channels” to reduce the number of events displayed.
Note that the trace view uses a vertical time-line by default, where time flows downwards.The threads and interrupt handlers are shown in the left-most field, where each thread andinterrupt handler (”actors” in Tracealyzer) is shown is a separate column.
In the middle, you see the ”Reader jobs” column. By default this is a collapsed into a singlecolumn, but has here been expanded using the small (+) button in the top. This columnshows a TraceRecorder ”State Machine”, that is used to highlight the individual jobsexecuted in the thread. This can be used for tracing any kind of state transitions.
See also Stopwatch Monitoring below for more information about this alert type.
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The Demo Alert Types
Hard Fault Alerts
Crashes are often detected by the processor, for example if an invalid memory address isused or random data is executed as code. This triggers a fault exception handler, that is iteasiest form just restarts the device or contains a loop to halt the execution. The fault handlercan also be used to log diagnostic information, but this is not always used to its full potential.
Percepio Detect can capture and report all types of Arm Cortex-M fault exceptions. This isenabled by installing the DFM fault handler (DFM_Fault_Handler) in the interrupt vectortable. See also Step 8 above for an example.
Stopwatch Alerts
Stopwatch alerts are triggered when the time between two points in the code is longer thanexpected. This can be used to monitor response time requirements and to detect issues bytheir side-effect on timing. This is particularly useful on RTOS issues, like thread starvation.
Stopwatch alerts are implemented by inserting DFM function calls at the starting point andend point of the relevant sequence. The highest expected runtime is specified wheninitializing the stopwatch. If exceeded, an alert is emitted in ”End” function, but only if anew ”high watermark” has been found. This avoids redundant stopwatch alerts. Multiplestopwatches can be used in parallel and may span across different threads and interrupthandlers. To set the alert threshold, start with a high value (to avoid many alerts), run yourtests and then inspect the High Watermark using the Stopwatch API.
You find the Stopwatch API in dfmStopwatch.h and this usage example in main_baremetal.c.
See also Step 10 above.
Stack Corruption Alerts
The DFM library includes support for GCC stack integrity checking. This requires using oneof the -fstack-protector build flags. This adds a lightweight stack integrity check whenreturning from functions containing local buffers. If the stack is found to be corrupted, DFMwill emit a ”Stack corruption detected” alert at the exit of the function. Note that this GCCfeature increases the code size a bit due to the added checks.
Assert Failed Alerts (User-Defined Alerts)
Assert statements are ”sanity checks” added in the code, often very useful for catching bugsin early phases. The demo project includes an assert macro (configASSERT) defined intrcConfig.h, that uses the DFM_TRAP macro to emit an alert. The DFM_TRAP macro savesa core dump with the stack trace, and optionally also a Tracealyzer trace. The DFM_TRAPmacro can also be called directly from your application code for user-defined alerts.

https://percepio.com
https://gcc.gnu.org/onlinedocs/gcc/Instrumentation-Options.html


Copyright (c) Percepio AB, 2025
https://percepio.com

Adding New Alerts Types and Symptoms
You may add additional alert types and symptoms using the Server dashboard,under ”Configuration”. Their names are stored in the Server database and is represented byan integer ID in on the device side for efficiency reasons, specified in the DFM library.
Open the Alert Types page. Note the ”Status” column, where ”Published” means that thenumeric ID is locked and can’t be deleted and reused with a different meaning. This avoidsmismatching definitions in between firmware revisions.

To add a new entry, select ”Add new Alert Type”.

· Definition: The name of the numeric ID in DFM. Must start with ”DFM_TYPE_”.
· Description: The name displayed in the dashboard.
· Severity: This has no effect (not yet implemented).

After adding new entries, go to the ”Code Export” page to generate an updated dfmCodes.h.This workflow ensures matching definitions on device and server. You can then create alertsusing your new Alert Type, for example like this:
DFM_TRAP(DFM_TYPE_ALERT_XYZ, ”Message”, 0)

The third parameter decides if DFM should restart the device (1) after creating the alert, or ifto return and continue execution (0).
New Symptoms can be added in the same way on the Symptoms page, but is only needed ifyou create custom alerts using the DFM Alert API.
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Troubleshooting
If you see this error message in the Client terminal window:

Authorization required, but no authorization protocol specified

Unhandled Exception: System.Exception: XOpenDisplay failed
This means that the Client (running in Docker) is not allowed to access the host display. Inthat case, please report this to Percepio together with your Linux setup. Then try thefollowing alternative solution:
Install the xhost tool. On Debian/Ubuntu-based distributions, the xhost tool is found in the"x11-xserver-utils" package. Install this by “sudo apt-get install x11-xserver-utils”.
Then run
xhost +SI:localuser:$(whoami)

Close and restart the Client, click the payload link in the Dashboard again and verify that thedebugging data is displayed. Add the command to the start script, before ”docker run”, or youmay need to run the xhost command again after restarting your computer.
Learning More
More information on how to set up and customize Percepio Detect is found in readme.txt inroot of the Percepio Detect package. You won’t need that to run the demo as-is, but makesure to read it before setting up your own customized solution.
If you have questions or feedback, please contact Percepio.
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